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Abstract 

 

Deforestration is one of the crucial issues in Indonesia because now 
Indonesia has world's highest deforestation rate.  In other hand, 
multispectral image delivers a great source of data for studying 
spatial and temporal changeability of the environmental such as 
deforestration area. This research present differential image 
processing methods for detecting nature change of deforestration. 
Our differential image processing algorithms extract and indicating 
area automatically. The feature of our proposed idea produce 
extracted information from multiband satellite image and calculate 
the area of deforestration by years with calculating data using 
temporal dataset. Yet, multiband satellite image consists of big data 
size that were difficult to be handled for segmentation. Commonly, K-
Means clustering is considered to be a powerfull clustering algorithm 
because of its ability to clustering big data. However K-Means has 
sensitivity of its first generated centroids, which could lead into a bad 
performance. In this paper we propose a new approach to optimize 
K-Means clustering using Reinforcement Programming in order to 
clustering multispectral image. We build a new mechanism for 
generating initial centroids by implementing exploration and 
exploitation knowledge from Reinforcement Programming. This 
optimization will lead a better result for K-means data cluster. We 
select multispectral image from Landsat 7 in past ten years in 
Medawai, Borneo, Indonesia, and apply two segmentation areas 
consist of deforestration land and forest field. We made series of 
experiments and compared the experimental results of K-means 
using Reinforcement Programming as optimizing initiate centroid 
and normal K-means without optimization process. 
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Programming as K-means optimization perform the accuracy and improved 
clustering result as compared to normal K-means. 
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