
IES 2004 – Politeknik Elektronika Negeri Surabaya - ITS 
 

 
 

Determining Constraints of Moving Variance 
to Find Global Optimum and Make Automatic Clustering 

 
 

Ali Ridho Barakbah and Kohei Arai 
Electronic Engineering Polytechnic of Surabaya and Saga University  

E-Mail: ridho@eepis-its.edu 
 

 
Abstract 

 
This paper proposed a new approach to find the 
global optimum of clustering. It analyzes the moving 
variance of clusters for each stage of cluster 
construction, then observes the pattern to find the 
global optimum as well as avoid the local optima. It 
introduces two constraints, valley-tracing and hill-
climbing, to find the global optimum. Besides this 
paper analyzes the possibility to make automatic 
clustering. Experiment result performs the 
effectiveness of the proposed approach in this paper. 
 
 
1. Introduction 

Clustering is an exploratory data analysis tool 
that deals with the task of grouping objects that are 
similar to each other [2, 6, 12]. For many years, many 
clustering algorithms have been proposed and widely 
used. It can be divided into two categories, 
hierarchical and non-hierarchical methods. It is 
commonly used in many fields, such as data mining, 
pattern recognition, image classification, biological 
sciences, marketing, city-planning, document 
retrieval, etc. The clustering means process to define 
a mapping f:DÆC from some data D={t1, t2, …tn} to 
some clusters C={c1, c2,…, cn} based on similarity 
between ti. 

The task of finding a good cluster is very critical 
issues in clustering. Cluster analysis constructs good 
clusters when the members of a cluster have a high 
degree of similarity to each other (internal 
homogeneity) and are not like members of other 
clusters (external homogeneity) [3, 8]. In fact, most 
authors find difficulty in describing clustering 
without some suggestions for grouping criteria. For 
example, “the objects are clustered or grouped based 
on the principles of maximizing the inter-class 
similarity and minimizing the intra-class similarity” 
[8]. One of the methods to define a good cluster is 
variance constraint [7] that calculates the cluster 
density with variance within cluster (Vw) and 
variance between clusters (Vb) [4, 12]. The ideal 
cluster has minimum Vw to express internal 
homogeneity and maximum Vb to express external 
homogeneity. 

It is common that most of the clustering methods 
require the users to provide the number of  clusters as 

input. But, in some clustering cases the users have 
not an idea to determine the number of clusters. 
Hence, they usually try it with different number of 
clusters. It makes very difficult, especially if the 
clustering case is not easy to observe. A genetic 
algorithm was proposed to search optimal clusters [1]. 
But, it still requires the user to provide the number of 
clusters in a priori. Tseng and Yang proposed a 
genetic clustering algorithm [5]. The clustering 
algorithm will automatically search for proper 
number of clusters and classify the objects into these 
clusters at the same time. However, before using the 
genetic clustering, this algorithm utilized the single 
linkage hierarchical method to reduce the size of data 
set if the size is large. In 2004, Barakbah and Arai 
proposed a new approach to make automatic 
clustering with purely utilizing the single linkage 
hierarchical method [9]. The algorithm identify the 
moving average of cluster construction for each stage. 
In this paper, we propose an improved approach to 
find the global optimum and make the automatic 
clustering with analyzing the moving average. 

The remaining part of the paper is organized as 
follows. In Section 2, the basic concept of single 
linkage hierarchical algorithm is introduced. In 
Section 3, the cluster density is described. Section 4 
describes the our proposed approach. Experimental 
results is described in Section 5 and the paper is 
concluded in Section 6. 

 

2. Single linkage hierarchical algorithm 
One of the most famous methods in clustering is 

that classified method as hierarchical clustering. In 
hierarchical clustering the data are not partitioned 
into a particular cluster in a single step. It runs with 
making a single cluster that has similarity, and then 
continues iteratively. Hierarchical clustering 
algorithms can be either agglomerative or divisive [6, 
10, 11]. Agglomerative method proceeds by series of 
fusions of the “n” similar objects into groups, and 
divisive method, which separate “n” objects 
successively into finer groupings. Agglomerative 
techniques are more commonly used. 

One of similarity factors between objects in 
hierarchical methods is a single link that similarity 
closely related to the smallest distance between 
objects [2]. Therefore, it is called single linkage 
hierarchical algorithm. Euclidian distance is 

 409









IES 2004 – Politeknik Elektronika Negeri Surabaya - ITS 
 

 413

References 

[1] C.A. Murthy, N. Chowdhury, In search of 
optimal clusters using genetic algorithms, 
Pattern Recognition Lett. 17 (1996), 825-832. 

[2] G. Karypis, E.H. Han, V. Kumar, Chameleon: a 
hierarchical clustering algorithm using 
dynamic modeling, IEEE Computer: Special 
Issue on Data Analysis and Mining 32(8):68W5, 
1999. 

[3] G.A. Growe, Comparing algorithms and 
clustering data: components of the data mining 
process, thesis, Department of Computer 
Science and Information Systems, Grand Valley 
State University, 1999. 

[4] S. Ray, R.H. Turi, Determination of number of 
clusters in k-means clustering and application 
in colour image segmentation, 4th ICAPRDT 
Proc., pp.137-143, 1999. 

[5] L.Y. Tseng, S.B. Yang, A genetic approach to 
the automatic clustering problem, Pattern 
Recognition Lett. 34 (2001), 415-424. 

[6] M. Halkidi, Y. Batistakis, M. Vazirgiannis, 
Clustering algorithms and validity measures, 
In: Proc. the 13th International Conference on 
Scientific and Statistical Database Management, 
IEEE Computer Society, George Mason 
University, 2001. 

[7] C.J. Veenman, M.J.T. Reinders, E. Backer, A 
maximum variance cluster algorithm, IEEE 
Transactions on Pattern Analysis and Machine 
Intelligence, vol. 24, no. 9, pp. 1273-1280, 2002. 

[8] E.V. Castro, Why so many clustering 
algorithms-a position paper, ACM SIGKDD 
Explorations Newsletter, Volume 4, Issue 1, pp. 
65-75, 2002. 

[9] A.R. Barakbah, K. Arai, Identifying moving 
variance to make automatic clustering for 
normal data set, In. Proc. IECI Japan Workshop 
2004 (IJW 2004), Musashi Institute of 
Technology, Tokyo. 

[10] D. Frossyniotis, A. Likas, A. Stafylopatis, A 
clustering method based on boosting, Pattern 
Recognition Lett. (2004) (accepted). 

[11] P.A. Vijaya, M.N. Murty, D.K. Subramanian, 
Leaders–subleaders: an efficient hierarchical 
clustering algorithm for large data sets, Pattern 
Recognition Lett. 25 (2004), 505–513. 

[12] W.H. Ming, C.J. Hou, Cluster analysis and 
visualization, Workshop on Statistics and 
Machine Learning, Institute of Statistical 
Science, Academia Sinica, 2004. 

 
 
 


