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Abstract 
 
K-means algorithm is very sensitive in initial starting 
points. Because of initial starting points generated 
randomly, K-means does not guarantee the unique 
clustering results so that it is very difficult to reach 
global optimum. A new algorithm for optimization of K-
means clustering is proposed in this paper. It determines 
position of initial centroids in farthest accumulated 
distance among them. The accumulated distance metric 
is built at first in order to designate the initial centroids. 
A new initial centroid can be selected from a data which 
has maximum accumulated distance metric. The 
iterative process is needed so that the all initial 
centroids are determined. The new approach proposed 
in this paper can positionate all centroids far separately 
among them in the data distribution. The experimental 
results show effectiveness of the proposed algorithm to 
improve the clustering results of K-means clustering. 
 
Keywords: clustering, initial centroids, K-means 
algorithm. 
 
 
1. Introduction 

Clustering is an effort to classify similar objects in 
the same groups. Cluster analysis constructs good cluster 
when the members of a cluster have a high degree of 
similarity each other (internal homogeneity) and are not 
like members of other clusters (external homogeneity) 
[4, 9]. It means that the process to define a mapping 
f:DÆC from some data D={d1,d2,..,dn} to some clusters 
C={c1,c2,..,cn} on similarity between di. The applications 
of clustering is diversely in many fields such as data 
mining, pattern recognition, image classification, 
biological sciences, marketing, city-planning, document 
retrievals, etc. 

The most well known, widely used and fast methods 
for clustering is K-means clustering developed by Mac 
Queen in 1967. The simplicity of K-means clustering 
made this algorithm used in various fields. K-means 
clustering is a partitioning clustering method that 
separates data into k mutually excessive groups. 
Through such the iterative partitioning, K-means 
clustering minimizes the sum of distance from each data 
to its clusters. K-means clustering is very popular 
because of its ability to cluster a kind of huge data, and 
also outliers, quickly and efficiently. It remains a basic 

framework for developing numerical or conceptual 
clustering systems because various possibilities of 
distance and prototype choice [2]. 

However, K-means clustering is very sensitive to 
the designated initial starting points as cluster centers. 
K-means clustering generates initial clusters randomly. 
If a randomly designated initial starting point close to a 
final cluster center, then K-means clustering can find the 
final cluster center. It, however is not always. If a 
designated initial point is far from the final cluster 
center, it will lead to incorrect clustering results [10]. 
Because of initial starting points generated randomly, K-
means clustering does not guarantee the unique 
clustering results [12]. K-means clustering is difficult to 
reach global optimum, but only to one of local minima 
[7]. 

Several methods proposed to solve the cluster 
initialization for K-means clustering. A recursive 
method for initializing the means by running k clustering 
problems is discussed by Duda and Hart (1973). A 
variation of this method consists of taking the entire data 
into account and then randomly perturbing it k times 
[12]. Bradley and Fayyad (1998) proposed an algorithm 
that refines initial points by analyzing distribution of the 
data and probability of data density [3]. Penã et al. 
(1999) presented empirical comparison for four 
initialization methods for K-means clustering those are 
random, Forgy approach, Mac Queen approach, and 
Kaufman approach [5]. Barakbah and Helen (2005) 
presented a new algorithm, called as Optimized K-
means, that spreads the initial centroids in the feature 
space so that the distances among them are as far as 
possible [14]. Barakbah et al. (2005) presented the 
optimization of initial starting points for K-means using 
Simulated Annealing [15]. 

In this paper we propose a new approach to 
optimize K-means clustering with maximum distance 
between centroids. This approach determines the 
position of centroids by calculating accumulated 
distance metric between each data to all previous 
centroids, and then, selects a data which has the 
maximum distance. It can positionate all centroids far 
separately among them in the data distribution. 
 
2. Basic theory of K-means 

Let A={ai | i=1,…,n} be attributes of n-dimensional 
vector and X={xi | i=1,…,r} be each data of A. The K-
means clustering separates X into K partitions called 
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Table 10. Comparison result between proposed 
algorithm and several approaches of initial centroids 
optimization for K-means in Wine dataset 

Optimization of initial 
centroids algorithm V 

Kmeans (1000x) 1570.065965 
Forgy (1000x) 1683.812181 
Mac Queen (1000x) 1651.586974 
Kaufman 1735.084480 
Refinement (1000x) 1590.891917 
GA (10i, 100g) 1735.084480 
SA (10000 itr) 1735.084480 
Op-K 1518.072510 
Proposed algorithm 1518.072510 

 
Table 9 shows that the proposed algorithm can not reach 
minimal V compared with Centroid Linkage and 
Average Linkage. But, it performs in Table 10 that it can 
reach minimal V as well as Optimized K-means, better 
than the other optimization of initial centroids for K-
means. 
 
5. Conclusion 
A new algorithm for optimization of K-means clustering 
is proposed in this paper. It determines the position of 
centroids by calculating accumulated distance metric 
between each data to all previous centroids, and then, 
selects a data which has the maximum distance as new 
centroids. It can positionate all centroids far separately 
among them in the data distribution. In the experimental 
results, the proposed algorithm in this paper can reach 
minimal V in most of datasets. Compared with the other 
clustering algorithms, the proposed algorithm performed 
the most minimal V in Ruspini, Fossil and Iris dataset. 
Beside the proposed algorithm also performed the most 
minimal V in all datasets used in the experiment, better 
than the other optimization of initial centroids for K-
means. 
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