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Abstract 
 
This paper presents a cluster oriented image retrieval 
system with context recognition mechanism for 
selection subspaces of color features. Our idea to 
implement a context in the image retrieval system is 
how to recognize the most important features in the 
image search by connecting the user impression to 
the query. We apply a context recognition with 
Mathematical Model of Meaning (MMM) and then 
make a projection to the color features with a color 
impression metric. After a user gives a context, the 
MMM retrieves the highest correlated words to the 
context. These representative words are projected to 
the color impression metric to obtain the most 
significant colors for subspace feature selection. 
After applying subspace selection, the system then 
clusters the image database using Pillar-Kmeans 
algorithm. The centroids of clustering results are 
used for calculating the similarity measurements to 
the image query. We perform our proposed system 
for experimental purpose with the Ukiyo-e image 
datasets from Tokyo Metropolitan Library for 
representing the Japanese cultural image collections. 
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1. Introduction 

The World Wide Web has become a significant 
source of information, including image data. 
Everyday abundant information is transformed and 
collected into huge databases which makes difficult 
in processing and analyzing data without the use of 
automatic approaches and techniques. Related to 
image data, many researchers and developers 
developed an efficient image searching, browsing, 
and retrieval systems in order to provide better ways 
and approaches for such kinds of activities. 

The image retrieval systems based on the 
contents are attracting and challenging in research 
areas of image searching. Many content-based image 
retrieval (CBIR) systems have been proposed and 
widely applied to both commercial purposes and 
research systems. The system analyzes the content of 

an image by extracting primitive features such as 
color, shape, texture, etc. Most approaches have been 
introduced to explore the content of an image and 
identify the primary and dominant features inside the 
image. 

QBIC [3] introduced an image retrieval system 
based on color information inside an image. 
VisualSeek [7] represented a system by diagramming 
spatial arrangements based on representation of color 
regions. NETRA [8] developed a CBIR system by 
extracting color and texture features. Virage [6] 
utilized color, texture, and shape features for the 
image retrieval engine. CoIRS [10] also introduced a 
cluster oriented image retrieval system based on color, 
shape, and texture features. Veltkamp and Tanase [9] 
and Liu et al [11] presented a survey to many image 
retrieval systems using diverse features. Barakbah 
and Kiyoki introduced an image retrieval system by 
combining color, shape and structure features [12]. 

 

 
Figure 1. System architecture of our proposed image 
retrieval system 
 

In this paper, a cluster based image retrieval 
system with context recognition mechanism for 
selection subspaces of color features. Our idea to 
implement a context in the image retrieval system is 
how to recognize the most important features in the 









6. Conclusion 
A cluster oriented image retrieval system with 

context recognition mechanism for selection 
subspaces of color features is introduced in this paper. 
It implements a context in the image retrieval system 
to recognize the most important features in the image 
search by connecting the user impression to the query. 
The system applies a context recognition with 
Mathematical Model of Meaning (MMM) and then 
make a projection to the color features with a color 
impression metric in order to select subspaces of 
color features. The selected color features of the 
image database and the image query are then 
clustered using Pillar-Kmeans algorithm for 
similarity    measurement    purpose.   The    proposed 
 
Table 1. The impression words of retrieved images 

Image 
id Impression_words 

1 
subtle_and_mysterious,  nostalgic,  dry,  provincial,  
simple_quiet_elegant,  calm,  assiduous,  
conservative,  japanese,  solemn 

8 dry,  familiar,  gentle,  large_hearted,  agreeable_to,  
nostalgic,  pleasant,  mild,  calm,  amiable 

74 

dry,  simple_quiet_elegant,  calm,  provincial,  
gentle_and_elegant,  nostalgic,  familiar,  
subtle_and_mysterious,  simple_and_appealing,  
pleasant 

14 
dry,  familiar,  calm,  gentle_and_elegant,  pleasant,  
simple_quiet_elegant,  large_hearted,  restful,  
nostalgic,  provincial 

89 

heavy_and_deep,  subtle_and_mysterious,  
assiduous,  bitter,  conservative,  authoritative,  
formal,  rustic,  quiet_and_sophisticated,  old-
fashioned 

2 
subtle_and_mysterious,  dry,  chic,  provincial,  
nostalgic,  simple_quiet_elegant,  assiduous,  exact,  
calm,  formal 

40 
familiar,  dry,  restful,  calm,  amiable,  
simple_and_appealing,  smooth,  gentle,  
agreeable_to,  simple_quiet_elegant 

9 genteel,  delicate,  subtle,  chic,  sedate,  elegant,  
sleek,  gentle_and_elegant,  graceful,  mild 

39 
familiar,  dry,  amiable,  smooth,  gentle,  tranquil,  
agreeable_to,  simple_and_appealing,  restful,  
simple_quiet_elegant 

134 
dry,  provincial,  chic,  simple_quiet_elegant,  
subtle_and_mysterious,  simple_and_appealing,  
sober,  calm,  nostalgic,  solemn 

97 
subtle_and_mysterious,  dry,  provincial,  chic,  
nostalgic,  simple_quiet_elegant,  exact,  gentle,  
solemn,  calm 

102 authoritative,  heavy_and_deep,  intellectual,  stout,  
solemn,  formal,  earnest,  bitter,  robust,  sublime 

93 
subtle_and_mysterious,  provincial,  
simple_quiet_elegant,  dry,  assiduous,  modest,  
sober,  chic,  calm,  nostalgic 

85 
provincial,  rustic,  old-fashioned,  
simple_quiet_elegant,  aromatic,  assiduous,  
pastoral,  nostalgic,  quiet_and_sophisticated,  placid 

4 
dry,  familiar,  restful,  tranquil,  
simple_and_appealing,  pleasant,  amiable,  
gentle_and_elegant,  large_hearted,  gentle 

 

system is examined in the experimental study with 
the 8743 Ukiyo-e image datasets from Tokyo 
Metropolitan Library for representing the Japanese 
cultural image collections. The experimental results 
described in Section 5 showed that the proposed 
system reached 80% precision rate to the given 
context and all correct results to the impression 
closeness of the context according the human 
perception.  
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