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Abstract 
 
Reinforcement Learning (RL) is a machine learning 
technique that solves problem by using exploration and 
exploitation method based on specific goals that has 
been initiated. This paper present a new approach that 
allows the Reinforcement Learning (RL) solves case 
base optimization, by using the RL behavior in 
considering exploitation and exploration. This new 
approach, called Reinforcement Programming (RP), 
builds by modifying RL, in which RL methods are 
modified by adding variable alpha, beta as new formula 
for learning method. Alpha and beta is subset of RP in 
finding solution of case base optimization and with 
specific value of alpha and beta it will impact the 
accuracy of solution. In this paper we implement and 
give a testing to our proposed algorithm for optimizing 
K-means centroid optimization. The Result of our 
proposed idea has been compared into several 
optimization algorithm. The experimental results show 
the improved solution of case based function using 
proposed approach. 
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1. Introduction 

The recent learning theory that has been developed 
by many scientific is theory of learning based on 
supervised learning. Supervised learning is the machine 
learning task of inferring a function from labeled training 
data. A supervised learning algorithm analyzes the 
training data and produces an inferred function, which 
can be used for mapping new examples. Thus, did not 
create a true-learning machine which can improve the 
ability of agent to solve problems that given to it, but 
create a learned machine, a smart machine after had 
some training method. 

Reinforcement Learning is a new paradigm in 
learning theory, which applied into a machine or a 

computer system to make a smart machine or computer. 
Inspired by human behaviorist psychology, 
reinforcement learning concerned with how software 
agents ought to take actions in an environment and 
collect as many reward as possible to reach its goal [1]. 
The agent decides the action that will be taken by 
considering exploitation and exploration. Exploitation is 
a process to get as many information as possible from its 
owned library or experienced. Exploration is a process 
for collecting new information from its environment by 
exploring a state that has been de-fined in environment 
[2]. 

Reinforcement learning combines supervised and 
unsupervised learning theory that makes Reinforcement 
Learning interesting to learn because of its behavior for 
become more intelligent after learning from its 
environment. Reinforcement Learning improves its 
ability after collecting reward for each step for solving a 
problem. Thus, make Reinforcement Learning as true-
machine learning which can be smarter after learning by 
itself. 

The case based optimization literature is also vast 
[3]. This case problem and its variants are used in many 
resource management applications such as cargo loading, 
industrial production, menu planning, and resource 
allocation in multimedia servers. In this paper we will 
specify case in this paper and discussing finding prince 
as problem testing. The finding cases prince is a variant 
of heuristic problem. Here we have to find prince 
position by using distance formula between agent and 
the prince as fitness value. In iteration process the agent 
will take and action to shortening distance to princess. A 
good solution is decided with the final distances between 
agent and prince. 

Until recently, exact methods for the solving case 
based optimization were dominated by methods by 
generate solution though random number value in 
several state such as Genetics algorithm and ant Colony. 
The random number will cause different solution in 
different experiment.  
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