
 
 

 

  

Abstract— The ability of K-means to cluster a kind of huge 
data very quickly often pays to the incorrect clustering results 
because of its designated initial centroids as cluster centers 
which are generated randomly. However, the efforts to 
improve the precision of K-means clustering results may take 
a highly execution time by optimizing the determination of 
initial centroids for K-means. This paper presents a fast 
algorithm for K-means optimization by improving our Pillar 
algorithm. The Pillar algorithm [19] is inspired by the thought 
process of determining a set of pillars’ locations in order to 
make a stable house or building. The algorithm considers the 
pillars’ placement which should be located as far as possible 
from each other to withstand against the pressure distribution 
of a roof, as identical to the number of centroids amongst the 
data distribution. Hence, the Pillar algorithm designates 
positions of initial centroids by using the farthest accumulated 
distance between them. This algorithm is very effective to 
position the initial centroids for K-means and improve the 
precision of the clustering results. However, the algorithm 
takes highly computational time for clustering huge data 
which often have many outliers, since its complexity 
O((k+h+1) n) (where k=number of clusters, h=number of 
outliers, and n=number of data items) to position the initial 
centroids. In this paper, we reduce the complexity of our 
previous work Pillar algorithm by excluding the designated 
initial centroids’ neighbors from next iterations so that the 
complexity will decrease in line with iterations and speed up 
the execution time. The performance of our improved Pillar 
algorithm is examined in the precision rate and computational 
time with several benchmark datasets as well as image data 
and compared the existing algorithms. The experimental 
results show the improved solution using the proposed 
approach. 

I. INTRODUCTION 
LUSTERING is a widely used knowledge discovery 
technique to classify unsupervised objects in the same 

groups by considering their similarities. A good cluster is 
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constructed when the members of the cluster have a high 
degree of similarity of each other (internal homogeneity) 
and are not like members of other clusters (external 
homogeneity) [4, 9]. It means that the process to define a 
mapping f:DÆC from some data D={d1,d2,..,dn} to some 
clusters C={c1,c2,..,cn} on similarity between di [19]. The 
applications of clustering are diversely in many fields such 
as data mining, pattern recognition, image classification, 
biological sciences, marketing, city-planning, document 
retrievals, etc. 

The most well known, widely used and fast methods for 
clustering is K-means algorithm developed by Mac Queen 
in 1967. The simplicity of K-means made this algorithm 
used in various fields. K-means algorithm is a partitioning 
clustering method that separates data into k mutually 
excessive groups. Through such the iterative partitioning, 
K-means clustering minimizes the sum of distance from 
each data to its clusters. K-means clustering is very popular 
because of its ability to cluster a kind of huge data, and also 
outliers, quickly and efficiently. It remains a basic 
framework for developing numerical or conceptual 
clustering systems because various possibilities of distance 
and prototype choice [2]. 

However, K-means clustering is very sensitive to the 
designated initial starting points as cluster centers. K-means 
clustering generates initial clusters randomly. If a randomly 
designated initial starting point closes to a final cluster 
center, then K-means clustering can find the final cluster 
center. It however is not always. If a designated initial point 
is far from the final cluster center, it will lead to incorrect 
clustering results [11]. Because of initial starting points 
generated randomly, K-means clustering does not guarantee 
the unique clustering results [13]. K-means clustering is 
difficult to reach global optimum, but only to one of local 
minima [7]. The better results of K-means clustering can be 
achieved after computing more than one times. However, it 
is difficult to decide the execution limit, which gives the 
best performance [17]. The cluster initialization algorithms 
for K-means tried to apply heuristic mechanisms to avoid 
the uncertainty of n times trial of K-means execution. 

Several methods proposed to solve the cluster 
initialization for K-means clustering. A recursive method 
for initializing the means by running k clustering problems 
is discussed by Duda and Hart (1973). A variation of this 
method consists of taking the entire data into account and 
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performance of K-means. In Fig. 9, the improved Pillar 
algorithm can reduce drastically the exponential execution 
time of previous Pillar algorithm in line with huge and 
complex data.  
 

 
Fig. 7. visual comparisons of image clustering result 

 

 
Fig. 8. comparison of computational time with different size of image data 

 

 
Fig. 9. Comparison time between our previous Pillar algorithm and current 
improved Pillar algorithm 
 

VI. CONCLUSION 
The Pillar algorithm is very effective to position the 

initial centroids for K-means clustering and improve the 
precision of the clustering results. However, the Pillar 
algorithm takes highly computational time for clustering 
huge data which often have many outliers. In this paper we 
present an improvement of our Pillar algorithm to speed up 
the computational time. We reduced the complexity of Pillar 
algorithm by excluding the initial centroids’ neighbors for 
next steps of iterations.  By this mechanism, the Pillar’s 
complexity decreased from O((k+h+1) n) to 
O(n+(h1.n1)+…+(hk.nk)) in which number of involved data 
for distance calculation in next steps are reduced. A series 
of experiments performed that our improved Pillar 
algorithm can optimize the K-means clustering results 
quickly.  
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